Research on outlier intrusion detection technology based on data mining
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Abstract. With the rapid development of information technology, network security issues become increasingly prominent. Intrusion detection technology is a detection technology for all kinds of network attacks. The intrusion detection system needs to adapt to high-dimensional and massive network traffic. In order to solve this problem, this paper proposes an outlier mining algorithm based on attribute correlation and outlier probability to detect intrusion behavior, and improve the performance of intrusion detection system by combining data mining technology with intrusion detection technology. Finally, the experiment shows that the algorithm can effectively find the intrusion behavior, and improve the performance of intrusion detection system.
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1. Introduction

With the rapid development of computer network technology, computer network is widely used in various industries and fields. The computer brings great convenience to people's production and life. However, because the computer network has information sharing, terminal distribution and network open and other functional characteristics, there are many security risks. Therefore, the research on network information security technology has become a very important research topic of information security technologies in the fields such as computer communication.

2. Basic principle of outlier detection

2.1. Outlier mining technology

Data mining$^{[1]}$ refers to the non-trivial process of discovering data that is not known and inherently useful from large amounts of data in the database. Among
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them, the outlier mining technology is a key mining technology in the data mining industry, which is included in the basic requirements of data mining. The main task requirement is to discover unique data information in the specified data set. The unique data here is outlier data. Outlier \([2-3]\) is an object that obviously deviates from the observed value of most objects, which is thought to be generated by a different mechanism.

2.2. Intrusion detection technology

Intrusion detection \([4]\) is a technology developed in recent years. It is a security mechanism that can dynamically monitor, predict and defend against system intrusion. Through the dynamic monitoring of the operation of the computer network, system architecture and other aspects to identify the means and purpose of intrusion. Intrusion detection has a variety of features, including real-time monitoring, intelligent control, dynamic response and configuration convenience. The main goal is through dealing with the network behavior characteristics or the system log to distinguish the user behavior those who violate the security policy or threat to the system security, so as to ensure that the system resources are not abused, to prevent the omission of system data, being artificially modified and wantonly destructed.

Intrusion Detection System \([5]\) (IDS) takes intrusion detection as a new security protection, based on the overall characteristics of the target, the system objectives, audit documents, abnormal behavior and activity records. There are several different classification methods for intrusion detection systems from different perspectives.

3. Application and Implementation of Outlier Detection Technology

3.1. Algorithm of outlier intrusion detection technology

An outlier mining algorithm based on outliers \([6-7]\) uses an outlier to represent a data point, and the outlier probability is a number from 0 to 1. For any data set, the maximum and minimum values of the outlier are fixed.

The algorithm first analyzes the attribute relevance of the data set and obtains the relevant information of the attribute set. And then the attribute reduction is carried out according to the relevant information of the attribute set, and the optimal attribute subset which can keep the original information of the data set as much as possible is obtained. Finally, the outlier probability of the data set is calculated on the optimal attribute subset. Select the outlier data according to outlier probability, that is, the final result required. The flow chart of the implementation of specific algorithms is shown in Figure 1.

It can be seen that the algorithm optimizes the attribute set by attribute reduction, and obtains the optimal attribute subset. Therefore, the algorithm is suitable for high-dimensional data sets. In addition, the algorithm uses the outlier probability to select the outlier data, which makes the algorithm keep a uniform standard on different data sets, so the algorithm can adapt well to the vast majority of data
For a given attribute $A_iA_jA$ the attribute relevance between $A_i$ and $A_j$ are described through the formula (1):

$$\gamma_{A_iA_j} = \int_{k=1}^{N} \frac{P_k}{N}$$

(1)

Wherein $A$ is the set of attributes, $N$ is the number of rows of matrix $Z_{n \times d}$. When there is $z_{ki} = z_{kj}$ in matrix $Z_{n \times d}$, $P_k = 0$, otherwise $P_k = 1$. It can be seen that the higher the $\gamma (A_i, A_j)$ value, the stronger the correlation between $A_i$ and $A_j$.

For a given threshold $\varepsilon$, if the correlation between any attribute in the matrix $Z(n \times d)$ and the actual data is greater than a given threshold value $\varepsilon$, it is assumed that the attribute is redundant and needs to be deleted from the attribute set. After using the above inference for each attribute in the attribute set, the attribute reduction of the algorithm can get the optimal attribute subset.

$$b_{pq} = \frac{a_{qp}}{\sum_{k=1}^{n} a_{qp}}$$

(2)
Therefore, the probability that the data point \( x_p \) belongs to the outlier dataset \( C_0 \) is expressed as follows:

\[
\Pr(x_p \in C_0) = \int_{q_p} 1 - b_{q_p}
\]  

(3)

After adding the weight, the algorithm can more accurately calculate the dissimilarity between two data points. Because in the calculation of the dissimilarity of two data points the different attributes will account for different proportions according to their different importance. The attribute with a larger effect on the dissimilarity values between data points will account for a larger proportion when calculating dissimilarity, whereas the attribute with a smaller effect on dissimilarity between data points will take less when calculating dissimilarity proportion.

3.2. Algorithm Implementation and Feasibility Analysis

In order to evaluate the intrusion detection system, two common performance parameters in the intrusion detection system are discussed: data error rate and data leakage rate. The data error rate corresponds to the case where the normal data is seen as outlier data in the outlier mining algorithm, and the data omission rate corresponds to the outlier data hidden in the normal data in the outlier mining algorithm. Therefore, when the outlier mining algorithm is applied to the intrusion detection system, the ratio of these two cases needs to be considered.

In addition, the first two stages of the algorithm mainly deal with the attribute set of the data, analyze the relevance of the data set, reduce the attribute set, and delete the redundant attributes. The intrusion detection system in the data collection of many attributes, attribute set has a lot of redundant attributes. After the first two stages of the algorithm, the data stream will preserve the main attributes, which is very beneficial to the detection of intrusion data. At the same time, because the attribute reduction of the algorithm does not need to be running all the time, the algorithm can run the first two stages by extracting small sample, and then run the third stage in practice to complete the intrusion data detection. This will be very effective for intrusion detection systems which has a high requirement on real-time performance.

4. Experimental testing and results analysis

4.1. Design and implementation process of the experiment

The attributes in the data set are of both numeric and parameter symbol types. For the attribute in the parameter symbol type, this paper first carries on the numerical correspondence to the data of the parameter symbol type, then carries on the standardized calculation to the mapped data. For attributes that are of continuous numeric type, discrete analysis is needed. In addition, the measurement units of the selected attributes are different, and the results are very obvious in the processing of
the data. In order to facilitate the analysis, this paper uses the normalized interval to measure the difference between the different units.

### 4.2. Analysis of experimental results

In verification experiment of algorithm in the intrusion detection, two indicators including data detection rate (Detection Rate) and data false rate (False Rate) are selected to represent the efficiency of the implementation of the algorithm. Compare other algorithms to verify the efficiency of the algorithm. The data detection rate is the ratio of the number of true outliers detected by the algorithm to the total number of outliers in the data set, i.e. the data detection rate (DR) = \(\frac{\text{number of true outliers detected}}{\text{total number of outliers}}\). Data false rate (FR) is the ratio of the number of the normal data which is mistaken as outliers to the number of the normal data in the data set, i.e. the data error rate (FR) = \(\frac{\text{number of the normal data which is mistaken as outliers}}{\text{number of the normal data}} \times 100\%\).

<table>
<thead>
<tr>
<th>Algorithm Name</th>
<th>DR %</th>
<th>FR %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithm of This Paper</td>
<td>96.2</td>
<td>4.57</td>
</tr>
<tr>
<td>EOS</td>
<td>95.1</td>
<td>3.96</td>
</tr>
<tr>
<td>SPOD</td>
<td>94.3</td>
<td>4.21</td>
</tr>
<tr>
<td>OMBGI</td>
<td>95.6</td>
<td>4.02</td>
</tr>
<tr>
<td>ENBROD</td>
<td>93.9</td>
<td>3.92</td>
</tr>
</tbody>
</table>

**Fig. 2. Algorithm running time comparison diagram**

It can be seen from the figure that when the data set is small, the running time of each algorithm is negligible. With the increase of the scale of the data set, the running time of the algorithm is also increasing, and the increasing trend is also increasing. The algorithm proposed in this paper can meet the requirements of intrusion detection and can be effectively applied to the actual intrusion detection system to analyze and process the network data.
5. Conclusion

This paper analyzes the outlier mining technology and intrusion detection technology. It is considered that the data to be processed by the current intrusion detection system is massive and of high dimension with the increasing of the amount of network data. Therefore, this paper proposes an outlier data mining algorithm based on attribute correlation and outlier probability. The three steps of algorithm implementation are described in detail, and the application and feasibility of the algorithm in intrusion detection system are analyzed.
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